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ABSTRACT: Iridology is a fairly new scientific discipline interested in the study of the
beauty-contact areas of the body that are termed the iris. It can even assess problems with a
variety of biological activities. Since the nervous system and brain connect the body’s tissues
and organs, the condition of each organ may be immediately revealed through the iris, and
in this way, the cardia characteristics were retrieved through eye and feature expression and
image pre-processing methods. In the system proposed, Explainable Al is now combined
with machine learning techniques like K nearest neighbor and the random forest algorithm.
If they unite, they will feel even stronger, more efficient, and self-reliant. With this compo-
nent, estimating the probability of coronary artery disease becomes possible.
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1 INTRODUCTION

Each of the iris’s most complicated tissue structures is the focus of iridology research.
Through the analysis of iris patterns this method evaluates the state of the body’ systems and
organs. It can be applied to identify problems with many biological functions. The iris may
be used to immediately assume the condition of each organ since the nervous system and
brain connect the body’s tissues and organs to the iris. To extract cardiovascular properties
from the eye feature extraction and pre-processing were performed. In this system, Machine
learning algorithm approaches Random Forest algorithm and KNN are used with
Explainable Al

2 LITERATURE REVIEW

One of the most prevalent illnesses in the modern world is cardiovascular disease (high-
definition), that can be caused by a wide range of factors, such as overbearing blood sugar,
type 2 diabetes,varying cholesterol, sleeplessness, and a number of others [Almustafa (2020)].
When it breaks down, our entire body may become polluted, and this illness typically results
in death. Worldwide, here was a 41% increase in coronary artery disease from 1990 to 2013
[Awan et al. (2018)]. These factors include high blood pressure, gender, age, chest pain factor,
and the Electrocardiogram (ECG), which measures heart function and is frequently utilized
to build prediction models [Chen and Henigjinda (2021)]. High blood cholesterol levels that
surpass optimal parameters a blood cholesterol level of less than 200 mg/dL is ideal can cause
serious illnesses like strokes and heart attacks [Daniel ez al. (2019)]. Image processing meth-
ods, particularly image segmentation, can be used to detect heart through the iris [Fadilla
et al. (2022)]. This is because the most effective ways to lower the cardiovascular risk in
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people with symptomatic PAD revascularization or medication management included—
remain little recognized [Jones et al. (2017)]. The viewpoints of medical studies and gathering
data are applied to identify various metabolic disorders [Lakshmanarao et al. (2019)]. The
multidimensional perceptron (MLP for short) mapping look at offers better precision up to
6.62%, while multiple linear regression increases AGSV, as per the results [Ozbilgin and
Kurnaz (2022)]. Tests that include tests for blood, electrocardiogram (ECG), effort tests,
Holter tests, and cardiograms (the organization) are often used to identify CAD technology
[Ozbilgin et al. (2023)]. In medical fields, improved picture processing and data mining
methods are employed as an useful disease diagnostic tool [Sarnant and Agarwal (2018)]. In
order to determine cases of autonomic damage to nerves based on iridology, more research
utilizing neural networks that are artificial has been conducted [Yohannes et al. (2020)].

3 RESEARCH METHOD

3.1 Iridescence

Iridescence is the study which utilizes the human iris as a diagnostic apparatus. The iris is
utilized in medicine to measure how well the human organs are functioning. Each of the
60 segments that make up iridology’s segmentation the organ’s status or operation is
depicted by the eyeball. The functioning of the body’s left organs is indicated by the state of
their respective left iris, while the health of the right organs is shown by the status of the right
iris. Figure 1 shows the display the intended system’s flow.
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Figure 1. Display the intended system’s flow.

3.2 Load dataset

Acquiring and arranging pertinent data for analysis is the process of loading the dataset in
an iridology project. For the purpose of researching relationships between features of the
eyes and medical disorders, the collection probably include iris photos or associated data.
Essential stages involve monitoring data quality, cleansing the dataset, and accounting for
factors including age, gender, and medical history. In the realm of iridology, this preliminary
work establishes the framework for further investigation and pattern identification. Find an
appropriate dataset’s source. Typically, numerous types of analysis are conducted using
distinct datasets for heart disease and Iris. Health related features are included in datasets for
heart disease prediction, whereas the Iris dataset is frequently used for classification pro-
blems pertaining to iris emerge.
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3.3 Data preprocessing

In ML loading dataset is the first step, then the data pre-processing refers to the methodical
cleaning, modification, and arrangement of unprocessed data in order to get it ready for
training a machine learning model. This is particularly relevant when predicting heart dis-
ease using the Iris dataset. Improving the quality of the data is the purpose of this process in
order to make it suitable for efficient model training and prediction. In this pre-processing,
managing missing values, encoding categorical variables, scaling features, and resolving any
imbalance in the data are important processes. Using the features of the Iris dataset, the
objective is to provide a new dataset that best supports the selected machine learning algo-
rithm for precise and trustworthy heart disease prediction.

3.4  Feature selection

The goal of feature selection is to create graphs that, a machine learning algorithm used from
the previously processed images. To use the Random Forest approach, features must be
extracted from the pictures. Each vector value or phrase in the graph is counted on the
quantity of times it appears. Feature selection can help the model perform better by reducing
the number of dimensions in the iris. With the use of iris technology, certain characteristics
pertaining to the iris’s structure may be identified as potential heart disease indicators.
Selecting iris features, common procedures involve determining which aspects are most
connected with heart disease, removing less relevant ones, and assessing the statistical sig-
nificance of each feature. This procedure contributes to the development of a more precise
and effective model for iris-based heart disease prediction.

3.5 Normalization

The iris dataset can be used to predict heart disease, while normalization is necessary for
machine learning models to produce effective predictions. The model’s performance may be
enhanced by ensuring that all features have a comparable scale. If iris technology is used to
predict cardiac disease, the process of normalizing the iris data to a standard range is called
normalization. Due merely to their greater size, certain variables are thus prevented from
controlling the prediction model. On the other hand, it ensures that the various elements,
such patterns or dimensions, gathered from iris scans are consistent in size.

3.6 Region of interest

To diagnose the heart through the iris, some elements are required; therefore, processing the
complete image is not required. By using iridescence, the left-hand portion of the iris’s car-
diac projection can be observed in the area between 02.00 and 03:15. In the Region of
Interest (ROI) technique, only a portion of the photograph needs to be processed. The image
of the heart reflected by the left eye’s iris stays after all of these parts have been eliminated
used to support labelled examples into the model, allowing it to learn patterns and rela-
tionships (Figure 2).

Iris

Figure 2. ROI of the iris.
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3.7 Training and testing

On average, the iris dataset is utilized for developing a machine learning model which utilizes
training and testing data to predict cardiovascular disease. The training data is unseen cir-
cumstances will be predicted in order to assess the model’s effectiveness and see how well it
generalizes to new data.

4 PROPOSED METHODOLOGY MACHINE LEARNING MODELS

Making use of many different machine learning approaches, such as randomized forest com-
puting and k least cousins. Train the models on the pre-processed dataset to learn patterns
indicative of heart disease. Common split ratios are 80-20 or 70-30 for training and testing.

4.1 KNN (K-Nearest Neighbor)

Regression and classification issues are handled utilizing a k-nearest-neighbors model (KNN),
a supervised machine learning technique. When presented with a fresh input for classification,
KNN finds the K training set data points that are closest to it using a selected distance metric
(usually Euclidean distance). The new instance’s class is determined by the majority class
among these neighbors KNN (Figure 3) to estimates the target value in regression by averages,
and assuming a weighted mean of the values of the closest K neighbors. The selection of K and
the distance metric influence the algorithm’s performance and vulnerability to exceptions.
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Figure 3. K-Nearest Neighbor.

4.2 Random forest algorithm

Random woodland learning is a prominent machine learning technique used in the con-
trolled learning method. It can be employed in both the classification and regression chal-
lenges in machine learning. Integrating a number of classifiers to improve the model’s
accuracy and answer a complex issue has been referred to as combined learning, and it forms
the core of this method. Between the ensemble learning techniques that are frequently used
to predict heart disease using the iris dataset is the random forest algorithm. The approach is
widely recognized for being able to process complex data and generate accurate forecasts.
For each choice tree in the forest, a randomly selected portion of the features and data is
used for training, and the mean of the dataset’s inputs yields the final prediction. Applying
the randomized forest method, this precision score contributes in our approximation of
cardiopulmonary diagnosis. This accuracy track helps us expect the heart diseases by
roughly 0.81 while we use a random forest proximity (Figure 4).
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Figure 4. Explainable Al.

4.3  Model evaluation

Various measurements are utilized to assess the efficacy of the KNN model, including
accuracy, precision, or recall. Enhancing the model’s performance can be achieved through
modifying the model’s hyper parameters or employing a different type of feature selection.

2 x Precision + Recall
Flscore = Precision x Recall )

44 XAl

Enhancing the transparency and clarity of the model’s decision-making process refers to
Explainable Al. Both the Random Forest and k-Nearest Neighbors (KNN) algorithms pos-
sess some level of explainability. KNN, a non-parametric with slow learning capabilities
categorizes items based on the majority opinion of their closest neighbors, assigning them to
the most prevalent group. The explainable aspect of KNN stems from its straightforward
approach, which bases a data point’s outcome on the classifications of its nearest neighbors.
Therefore, to facilitate decision-making in the classification process, it is essential to identify
and exhibit the closest neighbors along with their associated labels. Therefore, to initiate the
decision-making phase in classification, it is crucial to recognize and showcase the nearest
neighbors along with their associated labels. To illustrate the Random Forest decision-making
process, one must consider the role of each feature in the classification procedure. Typically,
the reduction of impurity is proportionate to the contribution of a specific feature. While both
Random Forest and KNN provide some level of explanation, the manner in which their
decisions are clarified varies. Random Forest relies on assessing feature importance, whereas
KNN'’s explanation is more straightforward, relying on the classification of nearest neighbors.

5 RESULT AND ANALYSIS

In the iris dataset, the random forest method and K-nearest neighbors (KNN) are applied to
predict heart disease. The performance of the models, which includes accuracy, precision,
and recall, is evaluated based on the results. The random forest algorithm involves a col-
lection of selected trees that yield accurate forecasts, while KNN depends on the nearby
majority class. The analysis consists of evaluating the strengths and weaknesses of the
models, identifying significant features that impact predictions, and comparing the effec-
tiveness of random forest and KNN in predicting heart disease using the iris dataset. This is
achieved through the use of Explainable Al for clear interpretation.
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6 CONCLUSION AND FUTURE WORK

To sum up, the use of random forest and K-nearest neighbors (KNN) alongside the iris
dataset offers valuable insights into predicting cardiac disease. Both models demonstrate
strengths in heart disease prediction, with random forest providing robustness through
ensembles and KNN relying on proximity for classification. The selection between the two
models depends on specific needs, and further adjustments could improve predictive accu-
racy. Furthermore, the use of Explainable Al methods enhances model interpretability,
highlighting the crucial features influencing predictions. This study sets a strong foundation
for informed decision-making when applying machine learning methods to forecast heart
disease. Future research exploring various organs, such as brain tumors and kidney defi-
ciencies, holds significant potential for advancements.
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